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620024, India
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Abstract. In this paper, the(2 + 1)-dimensional sine–Gordon equation (2DSG) introduced by
Konopelchenko and Rogers is investigated and is shown to satisfy the Painlevé property. A
variable coefficient Hirota bilinear form is constructed by judiciously using the Painlevé analysis
with a non-conventional choice of the vacuum solutions. First the line kinks are constructed.
Then, exact localized coherent structures in the2DSGI equation are generated by the collision
of two non-parallel ghost solitons, which drive the two non-trivial boundaries present in the
system. Also the reason for the difficulty in identifying localized solutions in the2DSGII equation
is indicated. We also highlight the significance of the asymptotic values of the boundaries of
the system.

1. Introduction

Considerable effort has been given recently to generalize(1 + 1)-dimensional soliton
equations to(2 + 1) dimensions (see, for example, [1–3]). Of these equations, the
symmetric generalizations have gained considerable attention in the last decade, particularly
after the identification of localized, exponentially decaying solutions [4, 5]. Notable
amongst these equations are the Nizhnik–Novikov–Veselov (NNV) equation [6–8] and the
Davey–Stewartson (DS) equation [4, 5, 9]. They represent, in turn,(2 + 1)-dimensional
generalizations of the Korteweg–deVries equation and nonlinear Schrödinger equation,
respectively, wherein the two spatial variables occur on an equal footing. It is natural to look
for such types of generalization for the other ubiquitous equation, namely the sine–Gordon
equation. Konopelchenko and Rogers [10, 11] have proposed an interesting symmetric
generalization of the sine–Gordon equation to(2+ 1) dimensions through a reinterpretation
and generalization of a class of infinitesimal Bäcklund transformations originally introduced
in gas dynamics by Loewner [12] as far back as in 1952 to give the system of equations[

φx

sinθ

]
x

−
[

φy

sinθ

]
y

+ (φyθx − φxθy)

sin2 θ
= 0 (1a)[

φ′
x

sinθ

]
x

−
[

φ′
y

sinθ

]
y

+ (φ′
xθy − φ′

yθx)

sin2 θ
= 0 (1b)

whereθt = φ +φ′. If we assume thatφ′ = 0 and thatθt = φ is independent ofy, then (1b)
becomes trivial and (1a) gives the sine–Gordon equation

θxt = sinθ . (2)
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Equation (1) has a number of equivalent representations and its localized solutions have
been constructed by Dubrovsky and Konopelchenko [13] by using the∂̄ method. Even
though the(2 + 1)-dimensional sine–Gordon (2DSG) equation is known to be completely
integrable, its Painlev́e property has not yet been established. In this paper, we address
ourselves to this problem and carry out the singularity structure analysis by concentrating
on a convenient form of the sine–Gordon equation and confirm its Painlevé nature. We also
deduce its bilinear form straightforwardly from the Painlevé analysis using non-conventional
vacuum solutions and construct exponentially localized structures using the Hirota method
by driving the two boundaries through two non-parallel ghost solitons.

The plan of the paper is as follows. In section 2, we discuss the linearization and
equivalent representation of the sine–Gordon equation apart from discussing its properties.
In section 3, we carry out its singularity structure analysis and confirm its Painlevé property.
Section 4 is concerned with the bilinearization and generation of line kinks of the2DSG

equation. Localized coherent solutions of2DSGI equation are constructed in section 5 and
the absence of such solutions for the2DSGII equation is also discussed. Section 6 contains
a short discussion of the results.

2. Linearization and equivalent representation

Equation (1) is known to arise as the compatibility condition [2, 10, 11] for the triad of
operatorsL1 = ∂x − S∂y , L2 = ∂t∂y − V ∂y − Wy , L3 = ∂t∂x − V ∂x − Wx where

S = −
[

cosθ sinθ

sinθ − cosθ

]
V = 1

2

[
0 −θt

θt 0

]
Wy = − 1

2 sinθ

[
φx − φy cosθ φ′

y sinθ

−φy sinθ −(φ′
x + φ′

y cosθ)

]
Wx = − 1

2 sinθ

[
φy − φx cosθ φ′

x sinθ

−φx sinθ −(φ′
y + φ′

x cosθ)

]
.

(3)

The commutators of the operatorsL1, L2 and L3 are [L1, L2] = SyL2, [L1, L3] = SxL3,
[L2, L3] = 0, when (1) is satisfied.

To analyse the2DSG equation, it is convenient to look for a more elegant representation
since equation (1) is rather complicated for further investigation. In fact, it has been shown
[14] that one can indeed arrive at a more interesting representation for the2DSG equation
as the compatibility condition of a Lax-pair which is gauge equivalent to a pair constructed
out of L1, L2, L3 as

φξηt + 1
2θηρξ + 1

2θξρη = 0 (4a)

ρξη = 1
2(θξ θη)t (4b)

where

ρξ = − ([φη − φ′
η] + θηt cosθ)

sinθ
ρη = ([φξ − φ′

ξ ] − θξt cosθ)

sinθ
(4c)

with the characteristic variablesξ andη having the form

ξ = 1
2(y − σx) η = 1

2(y + σx) (5)

whereσ 2 = ±1 andρ is some potential. Hereσ 2 = 1 corresponds to the sine–Gordon I
equation andσ 2 = −1 to the sine–Gordon II equation. Eliminatingρ from (4), one obtains
the single equation

θξηt + m1(η, t)θξ + m2(ξ, t)θη + 1
4θη

∫ η

−∞
(θξ θη′)t dη′ + 1

4θξ

∫ ξ

−∞
(θηθξ ′)t dξ ′ = 0 (6)
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where

m1(η, t) = lim
ξ→−∞

1
2ρη(ξ, η, t) (7a)

m2(ξ, t) = lim
η→−∞

1
2ρξ (ξ, η, t) . (7b)

The usual(1+ 1)-dimensional sine–Gordon equation can be retrieved when the boundaries
tend to a constant as

θξt = −(m1 + m2) sinθ = −m sinθ (8)

where the constant boundaries are the(2 + 1)-dimensional analogue of massm in the
(1 + 1)-dimensional sine–Gordon equation.

3. Singularity structure analysis

Before we carry out the singularity structure analysis [15], we effect the transformation

q = − iσ

2
θη r = − iσ

2
θξ (9)

in equation (4) and convert it into a system of three coupled equations as

qξt + 1
2ρξq + 1

2ρηr = 0 (10a)

rηt + 1
2ρξq + 1

2ρηr = 0 (10b)

σ 2ρξη = −2(qr)t . (10c)

We now consider a local Laurent expansion in the neighbourhood of a non-characteristic
singular manifoldφ(ξ, η, t) = 0, (φt , φη 6= 0). Assuming the leading orders of the solutions
of equation (10) to have the form

q = q0φ
α r = r0φ

β ρ = ρ0φ
γ (11)

whereq0, r0 andρ0 are analytic functions of(ξ, η, t), one can isolate the allowed values of
α, β andγ . Substituting (11) in (10) and balancing the most dominant terms, we obtain

α = β = γ = −1 (12)

with

ρ0 = 2φt q2
0 = σ 2φ2

η r2
0 = σ 2φ2

ξ . (13)

To find the resonances, we now substitute the Laurent expansion of the solutions

q = q0φ
−1 + · · · + qjφ

j−1 + · · ·
r = r0φ

−1 + · · · + rjφ
j−1 + · · ·

ρ = ρ0φ
−1 + · · · + ρjφ

j−1 + · · ·
(14)

into equation (10) and equate the coefficients ofφj−3 to zero to give (j2 − 3j + 1)φξφt −φηφt
(j−1)

2 [q0φξ + r0φη]

−φξφt (j2 − 3j + 1)φηφt
(j−1)

2 [q0φξ + r0φη]

2r0φt(j − 2) 2q0φt(j − 2) σ 2(j − 1)(j − 2)φξφη

 [
qj

rj
ρj

]
= 0 . (15)

For non-trivial solutions to exist, we require the resonance values to be

j = −1, 1, 1, 2, 2, 4 . (16)



1554 R Radha and M Lakshmanan

The resonance atj = −1 represents the arbitrariness of the singular manifold
φ(ξ, η, t) = 0. In order to prove the existence of arbitrary functions at the other resonance
values, we now substitute the full Laurent series (14) into (10). Collecting the coefficients
of (φ−3, φ−3, φ−3), we end up with the equations (13). Now gathering the coefficients of
(φ−2, φ−2, φ−2), we obtain

−q0ξφt − q0tφξ − q0φξt + 1
2[ρ0ξ q0 + ρ0ηr0] − 1

2[q1φξ + r1φη]ρ0 = 0 (17a)

−r0ηφt − r0tφη − r0φηt + 1
2[ρ0ξ q0 + ρ0ηr0] − 1

2[q1φξ + r1φη]ρ0 = 0 (17b)

σ 2[ρ0ξφη + ρ0ηφξ + ρ0φξη] = −2[q0r0]t + 2φt [q0r1 + r0q1] . (17c)

Substituting (13) in (17), it can be easily shown that the above three equations degenerate
into a single equation

q0r1 + r0q1 + σ 2φξη = 0 . (18)

The above equation implies that there is only one equation for the three variablesq1, r1 and
ρ1 and hence two of them must be arbitrary.

Now, collecting the coefficients of(φ−1, φ−1, φ−1), we have

q0ξ t + 1
2[ρ0ξ q1 − ρ0φξq2 + ρ1ξ q0 + ρ2φξq0 + ρ0ηr1 − ρ0φηr2 + ρ1ηr0 + ρ2φηr0] = 0

(19a)

r0ηt + 1
2[ρ0ξ q1 − ρ0φξq2 + ρ1ξ q0 + ρ2φξq0 + ρ0ηr1 − ρ0φηr2 + ρ1ηr0 + ρ2φηr0] = 0

(19b)

σ 2ρ0ξη = −2(q0r1 + r0q1)t . (19c)

Using equations (17) and (18), one can easily check that (19c) is identically satisfied for
both σ 2 = ±1 and that (19a) and (19b) reduce to the identical equation (sinceq0ξ t = r0ηt )

q2φξφt + r2φηφt + 1
2ρ2(q0φξ + r0φη) = q0ξ t + q1φξt + r1φηt + 1

2[ρ1ξ q0 + ρ1ηr0] . (20)

Thus, again we have only a single equation for three variablesq2, r2 and ρ2 and this
suggests that two of them must be arbitrary corresponding toj = 2, 2. Next, collecting
the coefficients of(φ0, φ0, φ0) and solving the resultant equations, the set of functions
(q3, r3, ρ3) can be uniquely determined.

Now, from the coefficients of(φ1, φ1, φ1), we obtain

5q4φξφt − r4φηφt + 3
2ρ4(q0φξ + r0φη) = A (21a)

5r4φηφt − q4φξφt + 3
2ρ4(q0φξ + r0φη) = B (21b)

4r0φtq4 + 4q0φtr4 + 6σ 2φξφηρ4 = C (21c)

where

A = −q2ξ t − 2q3ξφt − 2q3tφξ − 2q3φξt − 1
2[ρ0ξ q3 + ρ1ξ q2 + ρ2φξq2 + ρ2ξ q1] − ρ3φξq1

−ρ3φηr1 − 1
2[ρ3ξ q0 + ρ0ηr3 + ρ1ηr2 + ρ2φηr2 + ρ2ηr1 + ρ3ηr0] (22a)

B = −r2ηt − 2r3ηφt − 2r3tφη − 2r3φηt − 1
2[ρ0ξ q3 + ρ1ξ q2 + ρ2φξq2 + ρ2ξ q1] − ρ3φξq1

−ρ3φηr1 − 1
2[ρ3ξ q0 + ρ0ηr3 + ρ1ηr2 + ρ2φηr2 + ρ2ηr1 + ρ3ηr0] (22b)

C = −2q0t r3 − 2q1t r2 − 2q2φtr2 − 2q2t r1 − 4q3φtr1 − 2q3t r0 − 2r0t q3 − 2r1t q2 − 2r2φtq2

−2r2t q1 − 4r3φtq1 − 2r3t q0 − σ 2[ρ2ξη + 2ρ3ξφη + 2ρ3ηφξ + 2ρ3φξη] .

(22c)

Analysing the above set of equations (21a)–(21c), they easily can be reduced to a set of
two equations in three variables (q4, r4 andρ4) for both σ 2 = ±1 and hence one of them
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must be arbitrary corresponding to the resonance valuej = 4. Thus, the general solution
{q, r, ρ}(ξ, η, t) of equation (10) admits the required number of arbitrary functions without
the introduction of any movable critical manifold, thereby satisfying the Painlevé property.
Thus, both the(2 + 1)-dimensional sine–Gordon I and II equations (4) are expected to be
integrable.

4. Bilinearization and line solitons (line kinks)

Having proved the Painlevé nature of the(2+1)-dimensional sine–Gordon equation, we now
proceed to obtain the other integrability properties like Bäcklund-transformation, bilinear
form, line solitons and localized solutions (if admissible). To construct the Bäcklund
transformation, we now truncate the Laurent series at the constant level term, that is
qj = rj = ρj = 0 for j > 2 to yield

q = q0φ
−1 + q1 r = r0φ

−1 + r1 ρ = ρ0φ
−1 + ρ1 (23)

where the pair of variables(q, q1), (r, r1) and(ρ, ρ1) satisfy equation (10) whileq0, r0 and
ρ0 are given by (13). The above equation (23) may be considered as an auto-Bäcklund
transformation in the sense that we can use the vacuum solution to bilinearize the given
nonlinear evolution equation (NLEE) to generate higher soliton solutions. Thus, the Hirota
bilinear form can be constructed by considering the vacuum solution

q1 = r1 = 0 ρ1 = 2
∫ ξ

−∞
m2(ξ

′, t) dξ ′ + 2
∫ η

−∞
m1(η

′, t) dη′ (24)

where we have made use of the arbitrariness ofρ1 to construct its vacuum solution. Here
m1 andm2 are arbitrary functions of(η, t) and(ξ, t), respectively (cf equation (10)). With
the above vacuum solution, the auto-Bäcklund transformation becomes

q = q0/φ = g/φ (25a)

r = r0/φ = h/φ (25b)

ρ = ρ0/φ + ρ1 = 2∂t logφ + 2
∫ ξ

−∞
m2(ξ

′, t) dξ ′ + 2
∫ η

−∞
m1(η

′, t) dη′ . (25c)

Equation (25) can be interpreted as the dependent variable transformation which helps
in the bilinearization of equation (10). Using this, the Hirota bilinear form of equation (10)
becomes

Dξ Dt g · φ + m2(ξ, t)g · φ + m1(η, t)h · φ = 0 (26a)

DηDt h · φ + m2(ξ, t)g · φ + m1(η, t)h · φ = 0 (26b)

σ 2Dξ Dηφ · φ = −2gh (26c)

hDηDtφ · φ − gDξ Dtφ · φ = 0 (26d)

where D is the formal Hirota operator. An obvious interesting feature of the system (26) is
the presence of coefficientsm2(ξ, t) andm1(η, t) which are essential for the formation of
dromion-like coherent structures as we point out below. The three dependent variablesg,
h andφ can be uniquely determined using equations (26a)–(26c) consistent with (26d).

To generate line kinks, we now expand the functionsg, h andφ in the form of a power
series in a small parameterε as

g = εg(1) + ε3g(3) + · · ·
h = εh(1) + ε3h(3) + · · ·
φ = 1 + ε2φ(2) + ε4φ(4) + · · · .

(27)
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Substituting (27) in (26) and comparing the coefficients of various powers ofε, we obtain
the following sets of equations:

ε:

g
(1)
ξ t + m2(ξ, t)g(1) + m1(η, t)h(1) = 0

h
(1)
ηt + m2(ξ, t)g(1) + m1(η, t)h(1) = 0

(28)

ε2:

σ 2φ
(2)
ξη = −g(1)h(1) (29)

ε3:

g
(3)
ξ t + m2(ξ, t)g(3) + m1(η, t)h(3)

= − [DξDtg
(1) · φ(2) + m2(ξ, t)g(1) · φ(2) + m1(η, t)h(1) · φ(2)]

h
(3)
ηt + m2(ξ, t)g(3) + m1(η, t)h(3)

= − [DηDth
(1) · φ(2) + m2(ξ, t)g(1) · φ(2) + m1(η, t)h(1) · φ(2)]

h(1)φ
(2)
ηt − g(1)φ

(2)
ξ t = 0

(30)

ε4:

2σ 2φ
(4)
ξη + σ 2DξDηφ

(2) · φ(2) = −2[h(1)g(3) + g(1)h(3)] (31)

and so on.

(i) Line kinks of sine–Gordon I(σ 2 = 1). To generate soliton solutions of sine–Gordon I
equation, one has to solve the variable coefficient equations of the type (28). To solve (28)
explicitly, we make the following transformation by virtue of (9)):

g(1) = iuη h(1) = iuξ (32)

to convert (28) into

uξηt + m2(ξ, t)uη + m1(η, t)uξ = 0 . (33)

To solve the above variable coefficient equation, we look for the separation of variables

u(ξ, η, t) = P(ξ, t)Q(η, t) (34)

to give rise to

Qη[Pξt + m2(ξ, t)P ] + Pξ [Qηt + m1(η, t)Q] = 0 . (35)

The above equation suggests that we should have

Pξt + m2(ξ, t)P = kPξ (36a)

Qηt + m1(η, t)Q = −kQη (36b)

wherek is a constant. Now, redefiningP → P̂ exp(kt), Q → Q̂ exp(−kt) and dropping
the hats, equation (36) becomes

Pξt + m2(ξ, t)P = 0 (37a)

Qηt + m1(η, t)Q = 0 . (37b)

To generate line kinks, we assume that the arbitrary functionsm2(ξ, t) and m1(η, t)

tend to constant valuesm2 andm1, respectively, as

m2(ξ, t) →
|ξ |→∞

m2, m1(η, t) →
|η|→∞

m1 . (38)
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It should be mentioned that the asymptotic values of the boundaries should be non-zero in the
case of(2+1)-dimensional sine–Gordon equation for non-trivial solutions to exist in contrast
to Davey–Stewartson (DS) and Nizhnik–Novikov–Veselov (NNV) equations [4, 5, 7, 8] where
one normally takes the asymptotic values of the boundaries to be zero for line soliton
solutions. Hence, equation (37) becomes

Pξt + m2P = 0 Qηt + m1Q = 0 . (39)

Equation (39) has solutions of the form

P =
N∑

i=1

exp

(
2piξ − m2

2pi

t + ci

)
(40a)

Q =
N∑

i=1

exp

(
2qiη − m1

2qi

t + c′
i

)
(40b)

wherepi , qi , ci andc′
i are arbitrary constants so that

g(1) = i
N∑

i=1

2qi exp(χi) h(1) = i
N∑

i=1

2pi exp(χi)

χi = 2piξ + 2qiη − m1

2qi

t − m2

2pi

t + χ
(0)
i χ

(0)
i : are constants. (41)

To construct one line kink, we assumeN = 1 and so we have

g(1) = 2iq1 exp(χ1) h(1) = 2ip1 exp(χ1) . (42)

Now, equation (29) becomes

φ
(2)
ξη = 4p1q1 exp(2χ1) . (43)

Integrating (43), we get

φ(2) = exp(2χ1 + 2δ) exp(2δ) = 1
4 . (44)

Hence, the one line kink solution of2DSGI becomes

q = εg(1)

1 + ε2φ(2)
= 2iq1 exp(χ1)

1 + exp(2χ1 + 2δ)
(45a)

r = εh(1)

1 + ε2φ(2)
= 2ip1 exp(χ1)

1 + exp(2χ1 + 2δ)
. (45b)

Reverting back to the original field variableθ (cf equation (9)), one gets the familiar line
kink solution as

θ = 4 tan−1[exp(χ1 + δ)] . (46)

The above solution is identical to the one given by Konopelchenko [2]. The construction of
multisoliton solutions is quite straightforward. One just takes any multisoliton solution in
g(1) or h(1) and generates the corresponding elements in the truncated series (27) by solving
(28)–(31).

(ii) Line kinks for2D sine–Gordon II. In the case of sine–Gordon II equation(σ 2 = −1), the
characteristic variablesξ andη are conjugate to each other as is evident from equation (5).
As the field variableθ is always real, one has to impose certain constraints on the parameters
as well as on the asymptotic values of the boundariesm1 and m2 to generate line kinks.
They are

q1 = p∗
1 m2 = m∗

1 ξ = z, η = z∗ . (47)
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Again, giving the transformation (by virtue of (9))

g(1) = uη h(1) = uξ (sinceσ 2 = −1) (48)

to equation (28), we end up with the equation (39). In view of the transformation (47),P

andQ become conjugate to each other and hence their product becomes real. To generate
one line kink, we now choose forN = 1 as

g(1) = 2p∗
1 exp(χ ′

1) h(1) = 2p1 exp(χ ′
1)

χ ′
1 = 2p1z + 2p∗

1z
∗ − m1

2p∗
1

t − m∗
1

2p1
t + χ

′(0)

1 .
(49)

Solving (29) forσ 2 = −1,

φ(2) = exp(2χ ′
1 + 2δ′) exp(2δ′) = 1

4 . (50)

Hence, the one line kink solution of2D sine–Gordon II equation becomes

θ = 4 tan−1[exp(χ ′
1 + δ′)] (51)

which is again in conformity with the one generated by Konopelchenko [2]. Multikink
solutions can also be generated as in the case of sine–Gordon I equation by considering any
multisoliton solution ing(1) or h(1) and generating the other elements of the corresponding
truncated series by solving the remaining equations.

5. Localized coherent structures for2D sine–Gordon I (2DSGI) equation (σ2 = 1)

We shall now bring out the significance of the boundariesm2(ξ, t) andm1(η, t) and thereby
invoke the concept of ‘ghost solitons’ driving the boundaries before generating localized
solutions of2DSGI equation. Now, from equations (4) and (6), the two arbitrary potentials
ρξ andρη for the 2DSGI equation can be expressed as

1
2ρξ = m2(ξ, t) + 1

4

∫ η

−∞
dη′(θξ θη′)t (52a)

1
2ρη = m1(η, t) + 1

4

∫ ξ

−∞
dξ ′(θηθξ ′)t (52b)

wherem1(η, t) andm2(ξ, t) are the two non-trivial boundaries. From the above equations,
it is evident that even if the physical field variableθ vanishes (correspondinglyq or r in (9)
vanish), the potentialsρξ and ρη are driven by the two boundariesm2(ξ, t) and m1(η, t),
respectively. Thus, one can indeed invoke the familiar concept of ghost solitons in2DSGI

equation also similar toDS andNNV equations [16, 8]. To generate the ghost solitons, which
drive the boundaries for constructing localized solutions, one has to solve the variable
coefficient differential equations (37) as such.

To generate localized solutions, we now choose

g(1) = iuη = iζP (ξ, t)Qη(η, t) (53)

h(1) = iuξ = iζPξ (ξ, t)Q(η, t) (54)

whereP(ξ, t) and Q(η, t) are the solutions of (37) andζ is a constant parameter. Then,
equation (29) in the case of sine–Gordon I takes the form

φ
(2)
ξη = ζ 2(PPξ )(QQη) . (55)

Solving equation (55), we have

φ(2) = ζ 2

4
P 2Q2 . (56)
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To construct exponentially localized dromion solutions, one has to solve equation (37)
explicitly. As the boundaries have non-zero asymptotic values for non-trivial solutions, one
can rewrite equation (37) as

Pξt + [m′
2(ξ, t) + m2]P = 0 (57a)

Qηt + [m′
1(η, t) + m1]Q = 0 (57b)

where we have expressed the functionsm1(η, t) andm2(ξ, t) as

m1(η, t) = m1 + m′
1(η, t) (58a)

m2(ξ, t) = m2 + m′
2(ξ, t) m1, m2 are constants. (58b)

As we expect the boundaries to be driven by ghost solitons (wavelike solutions) for localized
structures, we now assume them to have the specific form

m′
2(ξ, t) = m′

2(ξ + V2t) = m′
2(ξ

′) (59a)

m′
1(η, t) = m′

1(η + V1t) = m′
1(η

′) . (59b)

Then, equation (57) is now reduced to the stationary, time-independent Schrödinger equation
as

Pξ ′ξ ′ +
[

1

V2
m′

2(ξ
′) + m2

V2

]
P = 0 (60a)

Qη′η′ +
[

1

V1
m′

1(η
′) + m1

V1

]
Q = 0 . (60b)

Redefiningm2/V2 = k2 andm1/V1 = ω2, we have

Pξ ′ξ ′ +
[

1

V2
m′

2(ξ
′) + k2

]
P = 0 (61a)

Qη′η′ +
[

1

V1
m′

1(η
′) + ω2

]
Q = 0 . (61b)

Let kj = ipj , ωk = iqk, pj , qk and Pj , Qk, 1 6 j 6 L, 1 6 k 6 M be the discrete
eigenvalues and eigenfunctions associated withm′

2(ξ
′) and m′

1(η
′), respectively. If the

reflection coefficients associated with the potentialsm′
2(ξ

′) andm′
1(η

′) are zero, the discrete
eigenfunctions can be found in closed form as [17]

Pn +
L∑

j=1

anaj

pn + pj

exp[−(pn + pj )ξ
′
j ]Pj = an exp(−pnξ

′) (62a)

Qn +
M∑

k=1

bnbk

qn + qk

exp[−(qn + qk)η
′
k]Qk = bn exp(−qnη

′) (62b)

with the potentials being given by

m′
2 = −2V2

L∑
j=1

an[(exp{−pjξ
′})Pj ]ξ ′ (63a)

m′
1 = −2V1

M∑
k=1

bn[(exp{−qkη
′})Qk]η′ . (63b)
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To generate the(1, 1) dromion solution, we takeL = M = 1 and so we have

P1 = a1 exp{−p1ξ
′}

1 + exp{−2(p1ξ ′ − δ1)} exp(2δ1) = a2
1

2p1
(64a)

Q1 = b1 exp{−q1η
′}

1 + exp{−2(q1η′ − δ2)} exp(2δ2) = b2
1

2q1
(64b)

m′
2 = 2V2p

2
1 sech2(p1ξ

′ − δ1) (64c)

m′
1 = 2V1q

2
1 sech2(q1η

′ − δ2) . (64d)

Using equation (64), we now choose in accordance with (56)

φ = 1 + ζ 2

4

a2
1b

2
1 exp{−2(p1ξ

′ + q1η
′)}

(1 + exp{−2(p1ξ ′ − δ1)})2(1 + exp{−2(q1η′ − δ2)})2
(65)

and substitute this in equation (26c) (σ 2 = 1), we obtain

ζ 2a2
1b

2
1p1q1 exp{−2(p1ξ

′ + q1η
′)}[exp{−2(p1ξ

′ − δ1)} − 1][exp{−2(q1η
′ − δ2)} − 1]

(1 + exp{−2(p1ξ ′ − δ1)})3(1 + exp{−2(q1η′ − δ2)})3

= − gh (66)

whereζ is some constant parameter. This suggests that the functionsg andh should have
the form in accordance with (53) and (54) as

g = iζ

[
a1 exp(−p1ξ

′)
(1 + exp{−2(p1ξ ′ − δ1)})

] [
b1q1 exp(−q1η

′)[exp{−2(q1η
′ − δ2)} − 1]

(1 + exp{−2(q1η′ − δ2)})2

]
(67a)

h = iζ

[
a1p1 exp(−p1ξ

′)[exp{−2(p1ξ
′ − δ1)} − 1]

(1 + exp{−2(p1ξ ′ − δ1)})2

] [
b1 exp(−q1η

′)
(1 + exp{−2(q1η′ − δ2)})

]
. (67b)

Substituting (65) and (67) in (25), one finally gets the (1,1) dromion solution through (9) as

Figure 1. Localized solution of two-dimensional sine–Gordon I equation att = 0.1 with the
parametersp1 = 0.3, q1 = 0.6, V1 = −0.2, V2 = −0.4, ζ = 0.1.
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θ = 4 tan−1

[
ζ exp{−[p1ξ

′ + q1η
′]}

(1 + exp{−2(p1ξ ′ − δ1)})(1 + exp{−2(q1η′ − δ2)})
]

(68)

which is plotted in figure 1. The above solution is concurrent with the one given by
Dubrovsky and Konopelchenko [13] who obtained it through the inverse scattering transform
procedure in thed-bar formalism. In our analysis, we have reduced the equation (37) into an
algebraic equation (62) so that one can indeed generalize it to multidromions by considering
any number of bound states even though the actual analysis proves to be cumbersome and
unmanageable by hand calculation.

In the case of2D sine–Gordon II equation, as we have noted earlier, the conjugate
nature of the independent variables imposes constraints on the parameters as well as on
the boundariesm1(η, t) and m2(ξ, t) which are now complex. Hence, it is not clear
what will be the nature of the spectrum of solutions of (37) subject to (47). Thus, the
existence of localized structures of2DSGII equation essentially depends on the solvability of
the equation (37) subject to the constraints (47) and this remains an open question.

6. Discussion

In this paper, we have carried out the singularity structure analysis of the2DSGequation and
shown that it admits the Painlevé (P) property. We have then derived its bilinear form with
variable coefficients straightforwardly from the P-analysis and then used it to generate line
kinks for both the2D sine–Gordon I and II equations by treating the boundaries as non-zero
constants. We have then generated localized solutions of the sine–Gordon I equation by
driving the boundaries through two non-parallel ghost solitons. We have also brought out
the significance of the non-zero asymptotic values of the boundaries in sharp contrast to the
DS andNNV equations. Existence of localized solutions of2DSGII equation remains an open
question depending upon the solvability of equation (37) subject to the constraints (47).
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